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Abstract
Efficient Accurate and timely detection of plant diseases plays a crucial role in maintaining
crop health and ensuring sustainable agricultural productivity. Manual identification
of leaf-based diseases is often labor-intensive, time-consuming, and subject to human
inconsistency. To overcome these limitations, this study introduces a hybrid machine
learning-based framework for the early detection of Cucumber Leaf Curl Disease (CLCuD)
within a smart farming environment. The proposed system integrates Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree (DT) classifiers as base
learners to construct a robust ensemble model capable of high-precision classification.
A real-time cucumber leaf image dataset was used for model training and evaluation.
Experimental outcomes demonstrate that individual classifiers achieved accuracies of
96.37% (SVM), 97.00% (KNN), and 98.00% (DT), while the hybrid ensemble attained the
highest accuracy of 98.29%. The results confirm that the proposed hybrid model offers
superior detection accuracy, reliability, and efficiency compared to individual classifiers,
providing a promising tool for early disease identification, yield preservation, and the
advancement of precision agriculture through smart and sustainable farming practices.
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INTRODUCTION

In developing country, agriculture plays
crucial role in the development of the countries
and act as a back bone of the economy of the
countries and it plays animportant and major role
for prosperity of the nation [1]. Plant diseases
can occur frequently and are one of the most
important factors/reason which greatly decrease
the quality and yield any crops [2]. Among all
productive food producing items, cucumber is
one an important item of vegetables, However,
cucumber cultivation is highly susceptible to
various diseases that significantly diminish crop
yield and productivity [3]. These yield-reducing
diseases pose serious threats to cucumber
production, often leading to substantial financial
losses for farmers. Therefore, early and accurate
identification of such diseases is essential to
implement effective control measures, mitigate

their spread, and ultimately enhance cucumber
yield while minimizing the associated economic
losses.

Early-stage detection and identification of
crop disease plays an important roles on crop
quality and its production capacity [4][5].
Manual detection of crop diseases is very time
consuming and need more expertise in the
relevant crop. Some crops disease are mostly
visible on leaves and can be used as a parameters
for the detection for the disease [6]. To meet
the requirement, identification and recognition
of different plant disease can be performed by
using most advance Internet of Thing (IoT) based
system along with machine learning algorithm.
These IoT devices can be used to collect real time
data and ML are widely used for the classification
and identification of the disease types [7].

At present, cucumber curl leaf diseases
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identification depends on investigation of the
cucumber field of the farmers and plant experts
to identify the curl leaf diseases based on their
experience of identification of leaf types or
abnormal leaf structure [8]. However, this types
of diagnosis and identification is often more
laborious and time-consuming, which may
also results in more financial loss. Meanwhile,
the identification techniques for disease
identification based on biosensors and other
equipment’s are hard and challenging to be
implemented for each farmers due to high cost.

During recent years, IoTs along with ML has
been plays crucial role in the early detection
of crop disease [5]. In modern era, IoT offer
online identification of plant disease during
real time. For example, the images of the leaf
disease are captured and upload it the servers
for the diagnosis of diseases [4]. To this end, it
is important to identify the disease timely and
accurate way, in addition to the support of IoTs.
The agriculture industry has benefited recently
from a monitoring and automation system
powered by the IoT, and it is anticipated that
by 2050, the majority of nations will be utilizing
this technology to boost food production and
crop yields [9].

As a result of this forecast, loT-based smart
farming has gained popularity for monitoring
the conditions in agricultural fields in real-time
[10]. The environmental parameters of various
crops, such as, temperature and moisture can
be tracked using a smart farming paradigm
that is IoT enabled. More easily and effectively,
cucumber [11]. You can get information
from farms about environmental factors like
temperature, humidity, soil moisture, and light.
Farmers can remotely access this data at their
convenience. Additionally, the formers can use
modern agriculture techniques to improve the
crops quality by promoting most recent scientific
cultivation methods, faraway monitoring, and
better yield production methods [12].

However, achieving reliable system validation
under diverse local environmental conditions
remains a significant challenge for IoT-based
systems. The concept of IoT has proven to be one
of the newest technologies expected to impact all
industries and businesses including agriculture
and processing farm [13]. Global adoption of
IoT technology is increasing, as around 43% of
businesses worldwide use some form of IoT
application and agriculture is no exception. IoT-
based agriculture or smart farming, agricultural
vehicle monitoring [14], livestock monitoring

[15], warehousing maintenance, crop/plant care,
etc. Smart agriculture offers greater productivity,
less resources and products, automation, time
and production information, farm and field
surveys, and many more [16]. Using IoT to enable
smart agriculture and farming is very efficient
compared to traditional cultivation methods.
IoT-based smart agriculture is typically network
of smart objects that use different sensors
(humidity, temperature and other parameters
etc.) tomonitor farms and collect some important
data. Farmers can follow the status of their fields
from anywhere.

The proposed IoT-based architecture consists
of three primary layers: the perception layer, the
network layer, and the application layer.

* This is the foundational layer of the IoT
framework, comprising various sensors and
devices responsible for sensing and collecting
environmental data from physical objects or
field components.

* This layer facilitates the transmission of
the collected data through communication
networks and the internet, ensuring seamless
connectivity between the perception layer
and the higher-level application layer.

 Finally, the application layer is responsible
for presenting the results to the end users. It
also includes some important steps like data
processing and applying ML algorithms to
classify the data based on their behaviors.
The structure of this paper is organized
as follows. The related work section reviews
recent developments in smart irrigation and
crop disease detection. The objectives and
contributions section outlines the main goals
and innovations of the study. The proposed IoT-
based system section explains the system design
and implementation of the real-time test-bed.
The experimentation section describes dataset
generation and applied machine learning
algorithms. Finally, the results and conclusion
present the model’s performance evaluation
and summarize key findings with directions for
future research.

RELATED WORK

IoT applications can help farmers by keeping
them up to date with crop information and
weather to monitor condition of their fields
[17]. With the development of IoT and ML,
great efforts are made to develop new methods
that can speed up the process of identifying
diseases. So far, progress has been made in the
identification of cucumber leaf curl and other
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leaf diseases based on classical ML such as SVM,
kNN, AdaBoost, and PNN [18] [19]. Working on
event-based disease detection in IoT systems,
this article develops a new method for cucumber
disease detection using a hybrid approach and
an IoT-based system.

In open literature, [oT and ML can be widely
used to identify different types of disease and
this timely identification can greatly improve
the production of the crops. For Instance, In their
smart farming application, B. Lagun et al [20].
utilize IoT technology and sensor nodes placed
in peach orchards to monitor the temperature
and humidity. The system is designed to
prevent frost damage during cold weather by
sending a command to activate stoves, which
warm up the orchard and control. The fungal
disease prediction system was proposed by
Truong et al [21] is an IoT-based system that
sends real-time data to cloud server for storage.
The system utilizes ML algorithms to predict
fungal detection and prevention, enabling crop
field managers and farmers to take preventive
measures against fungal attacks. This system can
forecast the occurrence of two plant diseases,
which are critical threats to crops across the
globe. With the aid of predictive analytics and
real-time data, the IoT system helps to improve
the prevention and monitoring of the spread of
diseases. However, the proposed system requires
specialized devices and applications, which may
not be readily available to everyone.

Krishna et al. [22] developed an loT-based
system which aims to detect diseases and
autonomously prevent them by spraying and
sends alerts via SMS using NodeMCU modules.
M. Nawaz et al [23] analyze and develop a plant
disease detection system that uses IoT-equipped
technology with the capability to observe and
identify plant disease. The system incorporates
several sensor nodes that collect environmental
data which is processed via ML technology
in the cloud. The system alerts the users via
SMS or email instantaneously if a disease is
identified. The advantage of the system is that it
is economically viable and considerably efficient
in detecting plant diseases and therefore
assists farmers in reducing or eliminating crop
loss. Throat et al [24] outlined a system that
integrates the capabilities of IoT and ML, and
offers features such as the identification of leaf
diseases, humidity, and temperature, condition
monitoring, and the sensing of soil moisture.

Rather than manual verification, sensors
configured to detect temperature, humidity, and

moisture were placed at various points of the
farms. All the sensors are managed under one
central controller dubbed Raspberry PI (RPI).
The RPI connected camera could diagnose a
certain type of leaf disease and also disseminate
information about the farm on which the disease
is, and other obstacles to crop growth, and sends
this information over a WIFI server to the farmers
through the RPI.

[oT solutions on rice farming and its
integration with Al is presented by Wan et al.
[25]. The first solution is a mobile application
which allows farmers to diagnose diseases and
pests infesting rice plants without any advice
from an agronomist. The second solution is a
monitoring system that remotely measures
different environmental parameters in rice fields,
thereby reducing intensive work for farmers. To
develop the mobile app, the researchers collected
six types of rice plant images for analysis and
identification.

Furthermore, the researchers utilized Arduino
Nano to control the solenoid valve. Finally, the
classification of rice plant diseases was achieved
using both Transfer Learning and DL models. [26]
Proposed framework for smart crop monitoring
involves four levels. The purpose is to examine
soil nutrients such as soil moisture, NPK volume,
and other factors using an Arduino-based
sensor node. An IoT sensor node was hand-built
and tested on an agricultural field. After data
collection, the resulting data was analyzed to
provide informative insights to the farmers for
subsequent steps. Machine learning algorithms
were employed at the cloud level to analyze
the collected data, allowing farmers to monitor
the soil nutrient index and manage nutrient
requirements forimproved crop yield. The system
proposed in [27] utilizes an loT-based cloud
architecture, where sensor data are transmitted
and stored on the Adafruit 10 platform. A soil
moisture sensor is integrated to capture real-
time moisture levels from the agricultural field.
The acquired data is represented in a percentage
value ranging from O to 100 representing
different moisture values. Based on the moisture
content, an automatic message is sent to the
user to turn on/off the irrigation. The user can
control the irrigation process remotely. All these
above IoT based solutions are utilized, to detect
different types of disease and environmental
parameters, which either cause the diseases or
there is a chance of causing the disease in the
corp.

However, to the best of our knowledge, there
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is very limited research work for the detection
of disease in the cucumber vegetables [28] [29]
[30]. These methods used huge amount of data
of images generated from IoT based devices.
For reader, we recommend the articles [31]
and [32] which contains most of the recent
research in the direction of disease detection
using IoT and ML algorithm, In this approach,
we used environmental parameters to detect the
presence of curl leaf in the cucumber vegetable
plant using hybrid approach.

In this study, a novel framework is introduced
for the detection and identification of cucumber
leaf curl disease utilizing data collected through
loT-enabled sensing devices. The experimental
outcomes demonstrate that the proposed hybrid
model effectively identifies the occurrence of curl
leaf disease in cucumber plants. This technique,
along with other similar ones, efficient tool
for the early detection of the disease, thereby
supporting timely intervention and improved
crop management.

OBJECTIVES AND CONTRIBUTIONS

An emerging research focus is the application
of loT-based systems for the detection and
identification of cucumber leaf diseases. The key
contributions of this study are summarized as
follows:

* A new loT-based system, which is 3-layer
architecture of IoT for detection of cucumber
disease using environmental parameters.

» The proposed hybrid approach used different
ML algorithms to find the best performing
algorithm, which can be then used as a base
learner, the output of the base learner is used
as a input to the meta classifier, as a result
the proposed algorithm can classify different
classes of cucumber leaf disease.

i
ggj; T

* The real test-bed implementation to monitor
the environmental conditions.

This article presents an explanation and
analysis based on the application and evaluation
of a ML classifier for the detection of curl disease
in cucumber plants. In addition, this article
discusses the importance of ML in agriculture,
particularly in disease diagnosis, and explains
how these ML algorithms can make predictions
that are more accurate. Figure 1 presents the
graphical representation of the proposed system.
The primary objective of this study is to design
and implement a hybrid machine learning
prediction model for cucumber leaf curl disease,
emphasizing both algorithmic accuracy and F1-
score performance. In this article, we analyze
the accuracy of the same data against different
machine learning algorithms and compare the
accuracy scores with better models. The ultimate
goal is to deliver accurate and effective results in
the detection of curl leaf disease.

PROPOSED IOT BASED SYSTEM.

The suggested structure for the smart farm
monitoring system is given in Figure 1. The first
layer is sensor layer, where sensor nodes are
deployed in a real-time environment to gather
data on the temperature, humidity, and soil
moisture of a cucumber farm. In this system,
the gateway node on the network layer is used
to forward real-time data to the agriculture
service layer, which serves as the data monitor.
The second layer is the network layer, which
provides transportation services. Presentation is
the top layer because this sector of the economy
offers services to farmers via SMS alert systems.
Display environmental factors, disease incidence,
water level detection, etc. In real time. The data
is tracked, analyzed, and divided into various
classes in this layer.

2

Normal

—
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SYSTEM DESIGN OVERVIEW OF PROPOSED
10T BASES SYSTEM

The proposed IoT system adopts a standard
three-layer architecture for smart agriculture
applications. At the first level of perception layer,
the environmental sensors are scattered across
the space of the cucumber farm to measure and
capture the real-time values of temperature,
air humidity, and soil moisture. These sensors
continuously monitor field conditions, and the
collected data are transmitted via the network
layer to a remote cloud server for processing and
decision-making. Specifically, the Thing Speak
cloud platform is utilized to store sensor data,
with a Wi-Fi module serving as the gateway
for data transfer. In particular, the Thing Speak
cloud is used to hold the information captured
by the sensors, and the Wi-Fi module is the
device used to communicate the information.
The information is then processed and examined
using several machine learning techniques
which include SVM, KNN, and DT. The outcomes
derived from this process are sent to the users
through the application layer by means of
different programming APIs. A detailed overview
of each architectural layer is provided below,
with Figure 1 illustrating the complete structure
of the proposed system.

Physical Layer: In this layer, physical sensors
are deployed to collect real time data. This layer
is composed of three sensors, which collect
humidity, temperature and soil moisture.

» Network Layer: Collected data are send to the
server wirelessly to a remote cloud server

* Cloud Server: The collected data are collected
at the server where these data are stored and
further used for performing different types
of operations. At the server, these data are
classified using different machine learning
algorithms according to its features and
classify the data into normal and abnormal
class.

* Presentation Layer: results are presented to
the end user when there is abnormal data
occur.

EXPERIMENTATION OF THE REAL TIME
SYSTEM.

DATASET GENERATION

In our experimentation, Arduino board-based
sensor nodes are deployed and collects real-time
data from a smart cucumber farm. For a two-
month period, we have used these prototypes

in a smart farm. We use deployed sensor nodes
in this study to gather real-time data from a
cucumber farm. The dataset, which is stored on
a distant server for future processing, consists of
information about temperature, humidity, and
soil moisture. Using the proposed system, data
are recorded and these data can be downloaded
in CSV format which can analyzed with the
using different ML algorithm to check the
classification performance in order to find out
the ML algorithm. According to recent studies,
environmental parameters such as temperature,
humidity, and soil moisture play a crucial role
in identifying the presence of cucumber leaf
curl disease [33]. The optimal conditions for the
onset of this disease are typically observed at
temperatures ranging between 30°C and 40°C,
relative humidity levels of 50% to 90%, and soil
moisture within the range of 20 mm to 50 mm.
Based on these parameters, the collected dataset
was categorized into three distinct classes. In
Class 1, leaf curl disease is present when the
temperature ranges from 30°C to 40°C, relative
humidity lies between 50% and 90%, and soil
moisture varies from 6 mm to 50 mm. Class 2
represents partial disease occurrence under
similar temperature and humidity ranges but
with soil moisture maintained between 20 mm
and 50 mm. The following ranges in class three
data indicate that disease does not occur: 30 to
40 °C for temperature, 60 to 75 % for humidity,
and 20 to 50 mm for soil moisture. We have
classified the generated dataset based on these
mentioned parameters.

PROPOSED HYBRID MODEL

We are developing a method that combines
different types of ML algorithms to improve the
classification performance of ML algorithms. The
proposed MLhybrid modelhasbeenimplemented
in Python [34] using pandas, Matplotlib, sklearn,
Plotly and other simple libraries. We use the
generated data in our experiments using real
generated data. There are three types of classes
of data, i.e., label 1 represents the normal class,
label 2 represents the file that may contain the
curl virus, and tag 2 the curl virus. The most
accurate ML algorithm is selected for analysis
and application to achieve better results. The
hybrid model consists of SVM, KNN and DT as
base classifier [35]. In our experiment, we chose
three ML algorithms based on their performance,
as they have the highest accuracy compared to
other classifications. We choose a tree-based
ML algorithm to achieve the highest accuracy
while being able to overcome overfitting. The
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algorithm with the best performance is selected
and other algorithms with low performance are
eliminated. In this process, multiple classifiers
are combined as the base model and then trained
on the same data using met classifiers [36] using
different machine learning methods. Classifiers
are discussed below.

Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a
robust and widely adopted machine learning
algorithm primarily used for classification tasks
[37]. The central idea entails finding an optimal
hyperplane that discriminately separates the
distinct classes of data points. Such hyperplanes
are formed to maximise the distance between
the separating boundary and the close data
samples of each class. SVM employs various
kernel functions to deal with linear and non-
linear distributions of data. These functions map
the input features to a higher dimensional space
to enable more accurate and precise decision
boundary formation. The training of the model
is formulated as an optimization problem that
minimizes the hinge loss function, while a
regularization parameter (C) is employed to
control the trade-off between maximizing the
margin and minimizing classification errors,
ensuring improved generalization and stability.

The stepwise workflow of the SVM algorithm
is summarized as follows:

* The input data are first transformed into a
higher-dimensional feature space using an
appropriate kernel function.

* An optimal hyperplane is then determined
by solving an optimization problem that
maximizes the margin between the two
classes.

« The model parameters are refined by
minimizing the objective (loss) function

subject to the regularization parameter C.

 The resulting classifier is subsequently
validated on unseen data to assess its
predictive capability.

The SVM framework remains one of the
most powerful and versatile approaches for
classification, offering robust performance
across both linear and non-linear datasets, and
has therefore become a preferred method in
numerous machine learning applications.

K NEAREST NEIGHBOR CLASSIFIER
K-Nearest Neighbors (KNN) is one of the most

established and popular methods in machine
learning and is applied for classification and
regression tasks. Its basic tenet revolves
around the assumption that the feature space
is populated by clusters of similar points. For a
query instance, the algorithm computes the k
surrounding members of the training dataset,
classified according to a chosen distance, for
instance, Euclidean or Manhattan. Output is then
generated from the k nearest neighbors: for the
classification problem, the instance is classified
to the class corresponding to the predominant
class of the k neighbors, while for regression, the
predicted value is calculated from the outputs
corresponding to the k neighbors. The distance
between the training dataset and the query
for the k hyperparameter is critical to model
performance, and is usually obtained by trial and
error, or through cross-validation, depending on
the dataset characteristics.

DECISION TREE

A Decision Tree is one of the supervised
learning methods which is used for both
classification and regression problems. The
algorithm works by progressively dividing the
dataset into smaller, more uniform subsets
according to specific feature values. During this
constructive stage, the most strategic attribute
is chosen at any location based on information
gain or the Gini index. The attribute value is
used to configure a recursive tree structure
where parts of the tree correspond to internal
nodes. From the vantage of the nodes all the
way to the tip, features are the outcomes of a
series of classification interrogatives, branches
are outcomes and the nodes on the far end, or
leaves, provide the end classification or the
expected value.

The decision tree learning process can be
outlined as follows:

* The entire dataset is initially treated as the
root node.

» For every attribute, the algorithm computes
a splitting criterion such as information gain
or Gini index to evaluate the purity of the
resulting subsets.

 The attribute yielding the maximum
information gain or the minimum impurity is
chosen as the optimal feature for division.

* The dataset is then partitioned into branches
according to the selected feature’s values.

 This splitting procedure continues recursively
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until a stopping condition is met, such as
reaching the predefined tree depth or the
minimum number of samples required in a
terminal node.

 Finally, each terminal (leaf) node is assigned
a class label or a predicted output based on
the dominant class or the mean of the target
values within that node.
Thedecisiontree model can be mathematically
formulated as follows.

Consider a dataset D = {(x1, y1), (x2, y2),
..., (xn, yn)}, where xi represents the feature
vector of the ith observation and yi denotes its
corresponding class label or regression target.
The algorithm begins by initializing the root
node with the entire dataset D. A feature f is then
selected that provides the best partition of the
data into subsets D1 and D2, based on a splitting
criterion such as information gain or Gini index.

A decision node is created according to the
chosen feature f, and the process is recursively
repeated for each subset until a stopping
condition such as amaximum depth or minimum
number of samples per node is reached. Each
terminal (leaf) node is then assigned to a class
label or regression output according to the
dominant category or the mean target value of
the samples it contains.

The decision tree is  conceptually
straightforward and capable of handling both
categorical and continuous variables. Moreover,
it can tolerate missing values and noisy data.
However, when the tree grows excessively deep, it
tends to overfit the training data. To mitigate this
issue, strategies such as pruning, regularization,
or ensemble learning techniques (e.g., bagging
or boosting) are typically employed.

In this research, a hybrid methodology is
proposed by integrating several high-performing
machine learning algorithms to improve
predictive accuracy. The overall workflow of the
developed model is depicted in Figure 2, and the
corresponding execution process is outlined as

follows:

e Collect the data of curl dataset, which was
generated using IoT devices.

» Preprocessing step: In this step, we have
implemented SMOTE algorithm to make the
data set more reliable and informative. We
have three different classes in our data with
various number of records which seem very
imbalanced. To fix the issue, we performed
these steps.

» The dataset is divided into training and testing
data.

e Train the base models SVM, KNN and DT
respectively

* Then these models are used to generate a
hybrid model.

* Once the hybrid model is trained, it gives the
prediction on the basis of testing dataset.

In the proposed methodology, a single
generated dataset was employed and
subsequently divided into separate training
and testing subsets. Consistent with standard
experimental practice, 80% of the data was used
to train the hybrid model, while the remaining
20% was reserved for performance evaluation.
The model integrates Support Vector Machine
(SVM), K-Nearest Neighbor (KNN), and Decision
Tree (DT) algorithms to predict the occurrence of
cucumber leaf curl disease using the test samples.
The resulting outputs were analyzed, visualized,
and comparatively assessed across the different
classifiers. The proposed framework provides
the following key advantages:

* Implementation of three machine learning
algorithms that achieve high accuracy on the
dataset.

» Evaluation of classification accuracy across
different machine learning algorithms to
identify the optimal model.

* Development of a novel hybrid model with
enhanced accuracy compared to individual
machine learning algorithms.

Fig. 2. Proposed Hybrid Model
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HYBRID METHOD

In this work, we used a technique called
stacking (because it achieve high accuracy
as compare to voting and bagging in our
experimentation) to build our hybrid model.
Stacking is a type of ensemble technique where
multiple classification models are combined
with a meta-classifier to make predictions. The
models are arranged in multiple layers, with
the lower layers taking attributes as input from
the original data and passing their predictions
to the uppermost layer, which makes the final
prediction based on a combination of the
different models. In this study, this technique was
employed to process the original dataset using
multiple independent machine learning models
as base learners. The predictions generated by
these models were then combined and provided
as input to a meta-classifier, which produced
the final prediction. Only the algorithms that
demonstrated superior performance were
retained, while the less effective ones were
excluded. By integrating multiple classifiers
trained on the same dataset through diverse
learning algorithms, the proposed hybrid model
achieved improved overall performance. The
graphical representation of the developed hybrid
framework is illustrated in Figure 2.

RESULTS OF THE PROPOSED SYSTEM

It can be analyzed from recent studies [40],
accuracyisoneofthewidelyadopted performance
metric and a lots of above 70% scientific research
this to compare their proposed method. To
evaluate the classification performance of the
hybrid model, we conduct several experiments
using a leaf image database (which is generated
using IoT devices) for cucumber diseases. We
compare with three different ML algorithm:
SVM, KNN and DT ML algorithm and used these
algorithms in our proposed hybrid algorithm. We
have tested different ML algorithms and we have
compared only three for competitive analysis.
We have trained each algorithm on a percentile
split of 80-20. All the experiments are carried
out on Inter core i7 computer with 8 GB RAM
and for classification and development of the
algorithm, we have used Python. To check the
performance of the proposed system, we have
used different classification parameters. We
have used commonly used parameters include
[41] [42]:

To assess the performance of the proposed
hybrid machine learning model for cucumber
leaf curl disease detection, several standard
evaluation metrics were employed.

Accuracy measures the proportion of correctly
classified samples compared to the total number
of samples in the dataset and is defined as:
B (TP + TN)

(P + TN + FP + FN)

Accuracy 1
Precision indicates the fraction of correctly

identified positive cases among all samples

predicted as positive and is computed as:

I TP @
recision — (TP n FP)
Recall, also referred to as sensitivity, evaluates
the ability of the model to correctly detect all
actual positive instances and is expressed as:

Recall = r 3
eccall = p vy O
Specificity represents the proportion of
correctly predicted negative cases among all
actual negatives and is formulated as:

Specificity = (4)

(TN + FP)
Finally, the Fl-score serves as a balanced

measure between precision and recall,

representing their harmonic mean. A higher F1-

score denotes superior model performance and

is given by:

(precision * recall)

F1Score = 2 * ) (5)

(precision + recall

Here, TP, FP, TN, and FN refer to true positives,
false positives, true negatives, and false negatives,
respectively. These metrics collectively provide a
comprehensive evaluation of the classification
accuracy and reliability of the proposed hybrid
model in detecting cucumber leaf curl disease.

Classification Performance Different

Machine Learning Algorithm

The proposed hybrid model utilises ML
techniques such as Support Vector Machine
(SVM), K-Nearest Neighbour (KNN), and Decision
Tree (DT) for the classification and prediction of
cucumber leaf curl disease. These classifiers are
integrated into the hybrid model, as illustrated
in Table 1, which summarizes the classification
results of the SVM classifier on three cucumber
disease datasets. The hybrid model captures the
essence of SVM, KNN, and DT to further improve
detection precision [24-27]. Table 1 shows that
the hybrid model attained an accuracy of 98.29%,
substantially eclipsing the individual algorithm
accuracies (SVM at 97.86% and KNN & DT at
97.56%). This confirms that the hybrid approach
sustains detection precision while reducing
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overfitting.
Table 1
Classification performance of the Hybrid approach
S/no Name Accuracy F1Score Simulation Time

1 SVM 97.86 .96 0.81s
2 KNN 97.56 97 0.97s
3 DT 97.56 .97 796ms
4 Proposed Hybrid model 98.29 .98 13S

Table 2 shows the confusion matrix of our
proposed algorithm. It can be analyzed, that
the proposed hybrid correctly classified most
of the data in their corresponding class. The
proposed hybrid system correctly classify all the
instances correctly and no data is miss classified

Table 2
Confusion Matrix of the proposed hybrid algorithm

as abnormal class. Similarly, for class 2, only
one entry is miss classified as they belong from
normal class and two entries are classified as
they belong to the entries of the third class. For
class 3, no data is miss classified and all the data
are correctly classified.

Normal Class Class2  Class 3
Normal Class 65 0 0
Class 2 1 42 2
Class 3 0 0 65
Table 3 presents the classification positive predictions were accurate. Similarly,

performance of the proposed hybrid model. The
results demonstrate that the model achieved
consistently high accuracy across all three
classes. The overall classification accuracy
reached 98.29%, indicating that the model
correctly predicted the class labels for 98.29%
of all instances in the dataset. Among the
individual classes, Class 1 attained the highest
precision score of 1.0, reflecting that all its

Table 3

Class 2 achieved the highest recall value of 1.0,
confirming that the model successfully identified
all true positive samples within this class. The
overall F1-score of 0.98 further highlights the
model’s balanced performance in terms of
both precision and recall, demonstrating its
robustness and reliability in detecting cucumber
leaf curl disease.

Classification Performance of the proposed hybrid model

Classes  Accuracy Precision Recall F1 Score
Class 1 99.43% 1.0 0.98 0.99
Class 2 98.29% 0.93 1.0 0.97
Class 2 98.86% 1.0 0.97 0.98
Average 98.29% 97.66 98.33 0.98

In order to compare the classification
performance of the proposed hybrid model,
we have compared our results with three high
performing ML algorithms. Table 3 shows the
classification performance of our proposed
model with other methods. It can be analyzed
from table that the proposed model perform
well in term of accuracy and archives highest
accuracy as compared to other ML algorithm.
Similarly, the proposed system also have highest

F1 score which show its effectiveness in the
detection of curl leaf disease identification.

Figure 3 and 4 shows the comparison of out
hybrid approach with other algorithm. We have
compared our approach with other machine-
learning algorithm in term of accuracy and F1
score. From the figures, it can be shown that
the proposed hybrid algorithm archives high
accuracy and F1 score as compared to other SVM,
KNN and DT.
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Performance in term of Accuracy
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Fig. 3. Performance Comparison with Algorithms
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Fig. 4. F1-Score Comparison

CONCLUSION

Rapid and automated cucumber disease
detection for curl leaf’s plays an important role
in crop disease detections. This study developed
a new method to detect cucumber leaf diseases
based on IoT and ML algorithms. Experimental
results show that the proposed method can
identify cucumber leaf diseases. This study
explores possible ways to use the strategically
important Internet of Things to identify foliar
diseases in agricultural areas in real time. We
propose the identification of new diseases based
on cucumber leaves. The experimental evaluation
of the proposed model on the cucumber leaf
curl disease dataset demonstrates that the
hybrid approach is both effective and practically
feasible. The model achieved an average accuracy
of 98.23% and attained the highest F1-score of
0.98, outperforming the other machine learning
algorithms used for comparison. These results
confirm the robustness and efficiency of the
proposed hybrid model in accurately detecting
curl cucumber leaf disease, thereby validating
its potential applicability in real-world smart
farming environments.

Future Work

Future research will further explore
the proposed system by improving model
generalizability with the addition of diverse
cucumber  varieties and  environmental
parameters from multiple regions in the dataset.
Model refinement for disease detection could
result from augmented datasets comprising soil
nutrient levels or images of diseased cucumber
leaves. The proposed scope of this research aims
to augment the current hybrid machine learning
framework with the integrated application
of Convolutional Neural Networks and other
advanced deep learning architectures. The
proposed framework will also be applicable
for resource-constrained smallholder farmers
through the precise optimization of the IoT
architecture for low-cost and energy-efficient
sensors. The focus demonstrated real-world
application will include the deployment of the
framework to larger farms and the integration
with mobile devices to provide real-time alerts
to farmers.
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